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All models are wrong...

From: On Exactitude in Science by Jorge Luis Borges (trans. Noah K. Mease) 2



...but some are useful

Source: Martineau (2002) 3



Such doubts!
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Variation and change



Variation

Linguistic variation: systematic differences across speech
communities.

• If language is part of the common ground (Clark, 1996) of a
community, variation is what changes between
communities

• Contrast with Linguistic style (individual differences)
• We usually consider variation with in the “same” language
• Variationist sociolinguistics (e.g., Labov, 1963; Milroy, 2000;
Eckert, 2000; Podesva, 2007; Campbell-Kibler, 2010)

6



Two kinds of variation

𝑀1

𝐹1 𝐹2

(a) Type 1: 𝐶1 and 𝐶2 use
different forms for 𝑀1.

𝐹1

𝑀1 𝑀2

(b) Type 2: 𝐶1 and 𝐶2 interpret
𝐹1 differently.

Figure 1: Sociolinguists typically only consider the first kind of
variation (Anttila, 2004).

Semantic variation isn’t studied much in sociolinguistics

• Semantics is at the top of the classical linguistic hierarchy
• It’s difficult to establish that different forms are being
used to say the same thing

• Exception: Hasan (2009) (using functional linguistics) 7



Change is just variation over time?

𝑀1

𝑤1 𝑤2

(a) Type 1: 𝑤1 previously meant
𝑀1, but now 𝑤2 is used (too).

𝑤1

𝑀1 𝑀2

(b) Type 2: 𝑤1 previously meant
𝑀1, but now it means 𝑀2 (too).

Figure 2: Semantic change typically only refers to type 2 variation.

Type 2 semantic change has been studied extensively:

• in historical linguistics (e.g., Paul, 1886; Bloomfield, 1933;
Traugott and Dasher, 2001)

• with distributional semantics (recent surveys: Tang, 2018;
Kutuzov et al., 2018; Tahmasebi et al., 2018)
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Change results in variation

𝑤

𝑀1

(a) 𝐶1 and 𝐶2 have the same
meaning for 𝑤.

𝑤

𝑀1
𝑀2

(b) 𝐶2 now has a different
(additional) meaning for 𝑤.

Figure 3: When the meaning of a word changes in one community
but not another, semantic variation is the result.
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Variation leads to change

𝑤

𝑀1 𝑀2

(a) 𝐶1 and 𝐶2 have different
meanings for 𝑤.

𝑤

𝑀1 𝑀2

(b) 𝐶1 has has adopted the 𝐶2
meaning for 𝑤.

Figure 4: One source of change within a community is adopting
semantic variants from other communities.
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Distributional semantics



The distributional hypothesis (Harris, 1954)

If we consider oculist and eye-doctor we find that, as our corpus of
actually-occurring utterances grows, these two occur in almost the
same environments, except for such sentences as An oculist is just
an eye-doctor under a fancier name, or I told him Burns was an
oculist, but since he didn’t know the professional titles, he didn’t
realize that he could go to him to have his eyes examined.

[...]

If A and B have almost identical environments except chiefly for
sentences which contain both, we say they are synonyms: oculist
and eye-doctor. If A and B have some environments in common and
some not (e.g. oculist and lawyer) we say that they have different
meanings, the amount of meaning difference corresponding roughly
to the amount of difference in their environments.
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Reasons to doubt

Simply compare (a representation of) the environments
(contexts) of 𝑤 in 𝑡1 (or 𝐶1) with that of 𝑤 in 𝑡2 (or 𝐶2).

The amount of change (or variation) in word meaning should
correspond to the amount of difference in the two contexts.

• Distributional representations of meaning are ungrounded
(e.g., Bender and Koller, 2020; Bisk et al., 2020)?

• Differences in context can reflect differences in topic
distribution.

• Tomato in a gardening forum vs. tomato in a cooking
forum (context: dirt vs. context: sauté).

• Trump in 2014 (TV performer) vs. Trump in 2016 (politician).

• Contexts are at best a noisy approximation of meaning
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Meaning potential

A useful distinction (Norén and Linell, 2007; de Saussure et al.,
2011):

• meaning potential (parole)
• situated use (langue)

We are interested in changes in meaning potential, but we
approximate them with changes in situated use. Is that at all
justified?
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Reasons to doubt your doubts i

[...] the whole theory of language change can be reduced to
one question: what is the relationship between prevailing
usage and the speech activity of an individual? How is the
speech of an individual determined by prevailing usage in the
community, and how in turn does the individual’s speech
affect prevailing usage?

Hermann Paul, Principles of the History of Language (1886)
(trans. Herbert A. Strong, 1891)
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Reasons to doubt your doubts ii

Each word tastes of the context and contexts in which it has
lived its socially charged life: all words and forms are
populated by intentions.

[...]

Prior to this moment of appropriation, the word does not exist
in a neutral and impersonal language it is not, after all, out of
a dictionary that the speaker gets his words!), but rather it
exists in other people’s mouths, in other people’s contexts,
serving other people’s intentions: it is from there that one
must take the word, and make it one’s own.

M.M. Bakhtin, Discourse in the Novel (1941)
(trans. Caryl Emerson and Michael Holquist 1981)
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Two studies



Semantic shift in social networks

• Model: Diachronic skip-gram with negative sampling
• Question: How does social network structure affect
semantic change?

• People: Asad Sayeed, Staffan Larsson, Raquel Fernández

Community-conditioned language models

• Model: Community-conditioned language models
• Question: What (if any) linguistically distinguishing
community features do the LMs encode?

• People: Jean-Philippe Bernardy
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Data: Reddit comments

• Social media comments
• threaded replies
• authorship identified by username

• Two time periods: 2015 and 2017 (one year gap)
• 46 randomly selected communities (avg. 282K comments
per community)

• A larger “generic” 2015 corpus of comments randomly
selected from all of Reddit (55M comments)

2015

Generic Reddit

/r/relationships

/r/exjw
⋮

2017

/r/relationships

/r/exjw
⋮
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Two studies

Change: Diachronic skip-gram model



Diachronic skip-gram (Kim et al., 2014)

• Skip-gram with Negative Sampling (SGNS) tries to guess,
for a given word, whether another word was drawn from
its context window or not (i.e. if it is a negative sample)

• The diachronic skipgram procedure we followed is as
follows (adapted from Del Tredici et al. (2019)):

1. Train a base model, 𝑀15, on the generic Reddit 2015 corpus.
2. For each subreddit 𝑐:

2.1 Initialize with 𝑀15 and train a community-specific 2015
model, 𝑀𝑐

15.
2.2 Initialize with𝑀𝑐

15 and train a community-specific 2017
model 𝑀𝑐

17.
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Cosine change

For a community 𝑐 and word 𝑤, cosine change is defined as the
angular distance between the corresponding vectors for the
two time periods:

Δcos
𝑐 (𝑤) = angular distance(�⃗�𝑐

𝑡0
, �⃗�𝑐

𝑡1
) (1)
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Research questions

• How does social network connectivity (clustering
coefficient) of a community affect the pace of semantic
change?

• How does it interact with other community features?
• Size (number of active members)
• Stability (membership overlap between years)
• Mean posts per member
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Clustering coefficient

For an individual, 𝑖, the clustering coefficient 𝐶𝑖 is defined as
the proportion of possible connections that exist between
individuals connected to 𝑖:

𝐶𝑖
𝐺 = |{{𝑗, 𝑘} ∈ 𝐺 ∣ 𝑗, 𝑘 ∈ 𝑁(𝑖)|}

|𝑁(𝑖)|(|𝑁(𝑖)| − 1) (2)

where 𝑁(𝑖) = {𝑗 ∈ 𝑈 ∣ {𝑖, 𝑗} ∈ 𝐺} is the neighborhood of 𝑖.
The clustering coefficient for the community as a whole is the
mean clustering coefficient of its members:

𝐶𝐺 =
∑𝑖∈𝑈 𝐶𝑖

𝐺
|𝑈| (3)
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Strong and weak ties

(a) /r/relationships (b) /r/exjw

Figure 5: Sub-graphs of two communities with different weak and
strong tie pattern. Weak ties are shown with dashed lines. Top:
𝐶𝑠 = 0.04, 𝐶𝑤 = 0.47, 𝐶 = 0.51. Bottom: 𝐶𝑠 = 0.42, 𝐶𝑤 = 0, 𝐶 = 0.53.
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Exploratory analysis

• Multi-stage regressions and model selection by backwards
elimination

• First, we try to explain change with word-level features
(e.g., frequency)

• Then we use community-level features to predict the
residuals of that regression model.

• Clustering coefficient has a negative correlation with
cosine change (more clustered communities experienced
less change).

• This is especially true for large, unstable communities.
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Two studies

Variation: Conditional language models



Community-conditioned language model (CCLM)

Language model:

𝑃(𝑤1, ...𝑤𝑛) =
𝑛

∏
𝑖=1

𝑃(𝑤𝑖 ∣ 𝑤1, ...𝑤𝑖−1) (4)

Conditional language model:

𝑃(𝑤1, ...𝑤𝑛 ∣ 𝑐) =
𝑛

∏
𝑖=1

𝑃 (𝑤𝑖 ∣ 𝑤1, ...𝑤𝑖−1; 𝑐) (5)
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Neural CCLM
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Research questions

• Do the CCLM community embeddings correlate with
non-linguistic community features?

• How do communities differ in language model perplexity?
• Can we use the trained CCLM to classify comments by
community (i.e., as a LMCC)?

• How does the layer at which the community embedding is
concatenated affect LM performance?
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Conditioning on community improves LM performance

test
epoch

Perplexity Info. gain

𝑙𝑐

LSTM

- 21 51.99 -
0 17 50.83 1.023
1 34 49.66 1.047
2 11 50.23 1.035
3 16 49.60 1.048

Transformer

- 20 61.43 -
0 7 58.71 1.046
1 12 61.69 0.992
2 7 78.76 0.780
3 10 52.28 1.054
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The community embedding (PCA)

Advice

AskWomen

BabyBumps

CFB

Drugs

EDH

EarthPorn

Fantasy

GameDealsGlobalOffensive

Jokes

Kappa

KerbalSpaceProgram

KotakuInAction

LifeProTips

MLS
MMA

MaddenUltimateTeam

TwoXChromosomes

Warframe
airsoft

bodybuilding

breakingmom

cars

cringe
eu4

exjw

explainlikeimfive

femalefashionadvice

food

heroesofthestorm

jailbreak

justneckbeardthings

oculus
pcmasterrace

photography

reddevils

relationships

rupaulsdragrace

stopdrinking

streetwear
techsupport

todayilearned
toronto

videos

xxfitness

General interest
Videogames
Technology

Sports
Fem-focused

Other
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Diachronic community-conditioned models: Naive approach

• Idea: Use an embedding for each community × time
period

• With 46 communities and 2 time periods (2015, 2017) we
now have 92 conditional vectors.

• Concatenate the community embedding at layer 0 (i.e.,
directly to the word embedding)
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Diachronic community embedding

General interest
Videogames
Technology

Sports
Fem-focused

Other
2017 (𝑡0=2015)
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Comparing models



SGNS vs CCLM

SGNS

• Highly sensitive to word frequency confound.
• Must be careful about vector space drift and managing
vocabularies.

• Extensively tested on long-term (and a little bit on
short-term) semantic change detection.

• Skip-gram training scheme

CCLM

• Doesn’t seem to have as much of a problem with word
frequency (in preliminary tests)

• No worries about maintaining the same vector space.
• “Bonus” community/time period embedding.
• May not be able to pick out specific word-level changes.
• Customizable language model training scheme.
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